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EXTENDED ABSTRACT  
In this talk, we will present several lightweight techniques for protecting Physical Unclonable Functions 
(PUFs) from Machine Learning (ML)-based modeling attacks. Due to the growing popularity of PUFs in 
applications such as secret key generation, challenge-response authentication, remote attestation, etc., many 
PUF-based constructions have been proposed. However, only a few of them are both ML modeling attack 
resistant and sufficiently lightweight enough to fit into low-end embedded devices. In the first part of the talk, 
we will present a lightweight PUF construction, CRC-PUF [1], in which input challenges are de-synchronized 
from output responses to make a PUF model difficult to learn. The de-synchronization is done by an input 
transformation based on a Cyclic Redundancy Check (CRC). By changing the CRC generator polynomial for 
each new response, we ensure that the success probability of recovering the transformed challenge is at most 
2-86 for 128-bit challenges and responses. 

In the second part of the talk, we will describe an alternative approach to combat ML-based modeling attacks, 
based on reconfigurability [2,3]. We will present a non-conventional arbiter PUF design that employs     4 × 
4 switch blocks rather than 2 × 2 ones. A 4 × 4 switch block can be reconfigured in a variety of ways during 
the PUF's lifetime, allowing for frequent PUF updates. We will also demonstrate that a 4 × 4 arbiter PUF 
construction is significantly more area-efficient than 2 × 2 arbiter PUF constructions. 

In the final part of the talk, we will discuss open issues concerning PUF security. We will discuss recently 
emerged profiled side-channel attacks that make use of deep learning [4,5]. In these attacks, a Neural Network 
(NN) is trained to learn features corresponding to `0´s and `1´s in the PUF's responses from 
power/electromagnetic traces captured from profiling devices. The resulting NN model is used to classify 
responses of the PUF implemented in the device under attack at run time. 
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